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1 QoS (Quality of Service) and resource control in SIP-
based NGN (Session Initiation Protocol; Next Generation 
Networks)

2 New requirements to QoS management in SIP-based
NGN

3 New approach: Integrated framework for
comprehensive QoS control in NGN

4 Conclusion and outlook

Overview
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1  QoS and resource control in SIP-based NGN

MGW SGW

CS

IP network with QoS

e.g. ISDN

SIP = Session Initiation Protocol
CS = Call Server
MGC = Media Gateway Controller
MGW = Media Gateway
SGW = Signaling Gateway

CS

SIP User Agent SIP User Agent

SIP Proxy/Registrar Server +
MGC

64 kbit/s network

Class 5
switch

SSP

SIP Proxy/Registrar Server

MCU = Multipoint Control Unit
RTP = Real-time Transport Protocol
MEGACO = Media Gateway Control Protocol 
B2BUA = Back-to-Back User Agent
ALG = Application Layer Gateway
SBC = Session Border Controller

SS 7

Intelligent Network

SIP

SIP

MEGACO
SS 7

SIP+RTPMEGACO+
RTP

Location Server Redirect Server Application Server
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Functional QoS architecture
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(Network
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.− Per-session QoS/resource control for every single media flow between 2 

subscribers

− 3 possible modes (push/pull/push-pull mode) for best flexibility and 
compatibility with standard SIP equipment and UMTS equipment
(NGN/IMS convergence)

− Resource allocation/reservation/release has to be signalled to involved
transport network elements high volume of additional traffic for
QoS/resource management

Features of NGNs‘ QoS architecture
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.− No. of parallel sessions ↑

∗ Resources occupied by user data traffic ↑
+ Resources available ↓

∗ Resource management traffic ↑
+ Resources available ↓

− Average media session duration ↓
∗ No. of sessions (possible) per period of time ↑

+ Resource management traffic ↑
− Resources available ↓

− NGNs‘ QoS/resource control architecture does not scale

− Amount of required resource management traffic depends on (amongst
others)

∗ No. of session requests per time per user

∗ Average session duration

− Amount of QoS/resource control traffic is influenced by factors that are
not efficiently controllable by NGN provider

Deficiencies of NGNs‘ QoS architecture
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2  New requirements to QoS management in SIP-based NGN

− Functions and mechanisms needed to provide trustworthy QoS for media 
sessions more efficiently/scalable

− End-to-end QoS and resource control, including access and core networks, 
and inter-domain QoS negotiation

− Simple and resource saving resource control/management approaches, 
based on standardised protocols and architectures

− Both, session-based multimedia services and non-session-based services (e.g., 
email and internet access) should be accessible within the same network. 
NGN’s resource control has to be aware of a certain amount of traffic that is 
not session-based
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Further requirements

− Provide resources for a certain number of media streams with certain 
bandwidth and QoS requirements

− Set up and managed independent of media sessions, has to be controlled by a 
specific management function

− Independent of underlying transport/QoS technology (such as MPLS, ATM, 
VLAN)
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NGN 1 IP Core Network

Core
Router

Core
Router

Edge
Router

Edge
Router To NGN 2 IP 

Core Networks

MGW
To PSTN

= Virtual data pipe

QoS logic
and 

controller
(incl. RACS)

SIP Call
Server

Edge
Router

NGN 1 IP Access 
Network

NGN 2 
Subscriber B

QoS negotiation
entity (gate included)

3  New approach: Integrated framework for comprehensive
QoS control in NGN

User Profiles

NGN 1 
Subscriber A
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.− QoS negotiation entity

∗ Located at subscriber (CPE) or within provider’s access network

∗ SIP for session initiation and QoS negotiation with Call Server

∗ Gate functionality for media streams  

− QoS logic and controller

∗ Aware of IP network conditions, also for non-session-based traffic

∗ Aware of session-based traffic (SIP)

∗ Dimensioning and control of virtual data pipes based on algorithms

∗ Assignment of media streams to existing virtual data pipes

∗ Controls gate within QoS negotiation entity

− Virtual data pipes

∗ Virtual “paths“ within the transport network, independent of 
underlying transport/QoS technology

∗ Provide defined bandwidth and QoS conditions, shared by several media 
streams

∗ Controlled by QoS logic and controller

Integrated framework for comprehensive QoS control in NGN



D
ip

l.-
In

g.
 (

F
H

) 
F

. W
eb

er
, F

H
 F

ra
nk

fu
rt

 a
.M

., 
R

es
ea

rc
h 

gr
ou

p
fo

r
te

le
co

m
m

un
ic

at
io

n
ne

tw
or

ks
. A

ll
 r

ig
ht

s
re

se
rv

ed
.

4  Conclusion and outlook

− Standardised NGN QoS/resource control architecture lacks of scalability 
and efficiency

− New requirements defined to NGN QoS/resource control

− New approach: Integrated framework for comprehensive QoS control in 
NGN

− Future research work will be focussed on the definition and development of 
mechanisms and algorithms for the new approach’s appliance

− Further research needed to prove the new approach’s efficiency


